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Abstract 

 

I provide evidence that social mood can influence the performance of the Mexican stock market. 

Using a Granger Causality test, I correlate different measurements of the collective mood derived 

from Twitter with the opening and closing values, as well as with daily volume of trading on the 

leading index of the Mexican stock market, the IPC, and the stock of AZTECA. 

The results show that the total number of tweets posted, especially the positive ones, are Granger-

causal of the daily volume of trading for both IPC and AZTECA, and of the opening values for 

AZTECA. The results are very similar if the Tweeter feeds considered are restricted only to the 

five states with the most Internet users.
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Chapter 1 

Introduction 

 

One of the primary results in Behavioral Economics is that emotions can profoundly affect 

individual behavior and decision making. If this is the case then a natural follow up question is 

whether this holds for societies at large, i.e. can social mood affect their collective decision 

making? I will investigate whether measurements of social mood derived from Twitter feeds are 

correlated to the values of the leading index in the Mexican stock market (BMV) the Price and 

Quotations Index (IPC) and the stock of AZTECA (a large telecommunication firm in Mexico). 

From a merely theoretical perspective, the socionomic hypothesis as explained by Nofsinger 

(2005), provides valuable insights into this matter. According to this hypothesis, human 

interactions spread emotions, which in turn characterize how people will act (what people think 

derives from how they feel). This way, if the mood is correlated across society, optimism or 

pessimism affects financial decisions that can lead to marketwide phenomena. 

This means, regarding this investigation, that the social mood (as expressed in Twitter) has 

predictive power over the value of the IPC and the share of AZTECA. 

However, it is just as natural to think that it is the stock market performance that, to some degree, 

determines social mood. Thus, it is possible for example, that when media reports a lousy day for 

the IPC both financial and non-financial agents take to Twitter to express more negative comments 

than usual. 

Existing literature shows mixed results in regard to this. Earlier research shows that new 

information mainly drives the stock market, and since new information is unpredictable, the stock 

market cannot be predicted. Nonetheless, research done in the las decade provide evidence that the 

information coming from social media can provide leading indicators of commercial and economic 

activity, and therefore this information can help us predict the stock market. 
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In this research, I use a Machine Learning algorithm developed by the National Institute of 

Statistics and Geography (INEGI) to get a measurement of the collective social mood derived from 

Twitter activity in Mexico to find a correlation with the IPC over time. 

I use tweets posted from Mexico between January 1st, 2016 and March 2nd, and the financial 

series of the IPC and AZTECA over the same period to construct Vector Autoregressive (VAR) 

models, which I then use to run a Granger Causality Test. This test informs me of the statistical 

significance of the data coming from Twitter to predict the Mexican stock market performance. 

I find that the volume of tweets posted, particularly positive tweets, are predictive of the volume 

of daily transactions of the IPC, but none of the measures derived from Twitter proposed here seem 

to be useful for predicting either the opening or closing values for the IPC. 

This research differs from existing literature in two key aspects. First, I consider tweets only from 

Mexico and use them to predict the IPC, the leading index in BMV, while previous literature used 

worldwide tweets to predict the Dow Jones Industrial Average (DJIA) or NASDAQ index. Second, 

I use a very simple categorization of social moods: positive or negative. To the best of my 

knowledge, the interaction between this simple categorization of social moods and the use of only 

national tweets has not been analyzed before. 

In this work, I make three contributions to the existing literature. First, I show that the collective 

mood of a specific society does have an impact on the (economic) decisions it makes. Second, I 

indirectly show the importance of incorporating commonly ignored factors, such as mood, in the 

mainstream economic analysis. Finally, I show that using new technique such as Machine Learning 

as well as information from non-conventional sources like social media is a promising path for 

economic and financial research. Notably, using an adequate Machine Learning algorithm to 

extract data from social media can provide us with data that is not available anywhere else in the 

world. 

The rest of the research is organized as follows: Chapter 2 offers a brief revision of the existing 

literature. Chapter 3 describes the Machine Learning algorithm used as well as the data considered. 

Chapter 4 states and discusses the main results, and Chapter 5 concludes.
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Chapter 2  

Literature Review 

 

Stock market prediction has long been in the interest of academia. Early research like Fama et al. 

(1969), Fama (1970) and Fama (1991) was based on the Efficient Markey Hypothesis (EMH) 

developed in Fama (1965). According to the EMH, stock market process are primarily driven by 

new information, i.e. news, rather than past or present prices. Since news are unpredictable, the 

EMH implies that prices in the stock market follow a random walk; thus prices cannot be predicted. 

Nonetheless, research on behavioral finance like Kavussanos and Dockery (2001) or Qian and 

Rasheed (2007) shows that stock market prices do not follow a random walk and can be predicted 

to some degree. 

Although it is thought that news are the primary driver of stock market prices, public mood or 

sentiment may be just as important. We know from the groundbreaking work from Kahneman and 

Tversky (1979) that emotions, as well as information, play a significant role in human decision 

making. Therefore, it is reasonable to assume that collective mood can drive stock market value 

just as much as news. 

With this in mind, recent research suggest that early indicators of collective mood can be extracted 

from online social media, i.e. Twitter feeds, blogs message boards, etc., to predict changes in 

economic and commercial outcomes. For example, Gruhl et al. (2005) analyzes internet chatter 

and show that it can help predict book sales on Amazon, whereas Lee et al. (2011) uses different 

measures of online activity on blogs to show that positive messages about a product can influence 

consumers’ decision to shop online. 

On the financial side, Tirunullai and Tellis (2012) show that the volume of chatter helps predict 

both trace volume and volatility of the returns for some stock. Antweiler and Frank (2004) study 
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message boards on Yahoo! Finance and Raging Bull, and find that the volume of messages posted 

and the level of disagreement of said messages are predictive of the volume of transactions made 

on the following day. They conclude that the information contained in social media platforms can 

be relevant to predict stock market performance. 

On the other hand, Tumarkin and Whitelaw (2001) study message boards on Raging Bull and find 

that days with positive returns precede days with more activity on the board, thus concluding that 

online information is not very useful and that news are still the primary driver of stock market 

prices. This research, while interesting, differs from my work in that the authors use information 

coming from comments exclusively related with the stocks they analyze, while I intend to use 

Tweeter, which contains information and comments related to a large variety of events and topics. 

Even though there is no clear consensus on whether measurements of sentiments are helpful to 

forecast stock prices, research done in the last five years, especially Rechenthin et al. (2013), Luo 

and Zhang (2013), Luo et al. (2013), Nguyen et al. (2015), and Yu et al. (2013) seems to indicate 

that predictive models that include these measurements are indeed better than those using only 

past and present price information. 

My work is more closely related to Zheludev et al. (2014), who find that tweets can help predict 

hourly returns of the Standard & Poor’s 500 Index (S&P500). More specifically, the authors find 

that tweets posted in the last 22 hours contain relevant information to help predict the hourly 

returns of the S&P500. 

Bollen et al. (2011) and Zhang et al. (2011) are also closely related to my work. Both provide 

evidence that when tweets are submitted to sentiment analysis and classification1, the information 

coming from Twitter can help predict the DJIA, S&P500, and NASDAQ indices. 

Bollen et al. (2011) provide evidence that tweets posted three of four days earlier that are classified 

as “Calm” are Granger-causal of the closing value of the DJIA, while Zhang et al. (2011) show 

that the percentage of tweets that can be classified as either having a “Fear” or “Hope” sentiment 

are negatively correlated with the Dow Jones, NASDAQ and S&P500. 

                                                           
1 Bollen et al. (2011) use the Google Profile of Mood States (GPOMS) classification: Calm, Alert, Sure, Vital, Kind and 

Happy; while Zhang et al. (2011) use a simple Hope/Fear classification. 
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More complex analyses like Liu et al. (2015) show that Twitter-specific metrics are useful to 

measure comovement of shares prices even better than grouping based on industrial category and, 

Vu et al. (2012) uses not only sentiment analysis of tweets but also consumer confidence on the 

brand and change in share prices to predict the ups and downs in the share prices of Apple, Google, 

Microsoft and Amazon with at least 75% accuracy. 

Altogether, existing literature indicates that even without a clear consensus on whether or not 

something else besides news can drive stock market prices, looking at social media platforms to 

extract leading indicators of commercial and economic activity may be something worth studying 

in more detail. 

Whit this in mind, this work is, to the best of my knowledge, the first study of its kind for the 

BMV. Therefore, in addition to the contributions previously mentioned, this work will also expand 

the existing literature to the analysis of a developing country context.  
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Chapter 3 

Data and Strategy 

 

3.1 Sentiment Analysis 

The sentiment analysis tool2 used is called “Mexican tweeter’s mood” and was developed by 

INEGI. This tool is meant to serve as a first step towards using non-conventional data sources to 

generate experimental statistics. Being more specific, this tool classifies all tweets posted from 

Mexico3 according to its sentiment. To do this, it uses a Machine Learning algorithm to classify 

text as either having a positive or negative attitude. 

The tool feeds from tweets emitted after January 1st, 2016 up to the present day, and according to 

INEGI it successfully classifies4  80% of the tweets evaluated. This is a significant detail for this 

research because I want to capture the collective mood of Twitter; thus I require the tool to be able 

to accurately depict and adapt to social and cultural events in Mexico. 

To verify this accuracy, I conduct an analysis of Twitter activity during September 2017. I choose 

this period because in this month Mexico experienced two strong earthquakes, which gives me an 

ideal scenario to test the ability of the Machine Learning algorithm to capture and reflect 

immediate and unpredictable changes in collective mood. 

Figure 3.1 shows the overall activity of Mexican tweeters from August 29th to October 3rd, 2017. 

Panel A shows that both positive and especially negative tweets increased when the earthquakes 

happened. 

                                                           
2 Available at www.beta.inegi.org.mx/app/animotuitero. 
3 All tweets whose location is identified as within Mexico. 
4 Makes the same classification a human would do. 



 

8 

 

 

 Meanwhile, Panel B depicts the collective mood index, defined as the ratio of positive tweets to 

negative tweets. Here we observe that indeed Twitter turns more negative on September 7 and 

September 19, but after a couple days, the social mood seems to return to its normal levels. 
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In this research, I will use all tweets posted from Mexico between January 1st, 2016 and March 

3rd, 2018. Table 3.1 shows the descriptive statistics of the data and Figure 3.2 depicts similar 

information to that in Figure 3.1 for the whole period considered. 

 

Note that of all the tweets posted from Mexico, nearly two-thirds are classified as positive. Thus, 

on an average day, there are twice as many positive tweets as negative tweets. Panel B of Figure 

3.2 confirms this as the collective mood index oscillates between 2 and 2.5 most of the time. 

 

3.2 Defining Twitter variables 

In order to use the information coming from Twitter, I must match it with the BMV schedule. To 

do this, I exploit the fact that INEGI’s tool captures the hour range in which any tweet is posted. 

This way I can identify correctly all the information that may be relevant to the financial series. 
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The BMV operates from 8:30 a.m. to 3:00 p.m., but since the tool I am using is not able to capture 

the exact time a tweet is posted I will assume that the BMV starts operating at 8:00 a.m. This, the 

IPC and AZTECA closing values and volume of trading is determined at 3:00 p.m., and its opening 

values are determined at 8:00 a.m. 

With this in mind, I spit any day into two blocks that contain all the relevant tweets for our 

variables: working house (WH, from 8:00 a.m. to 3:00 p.m.) and non-working hours (HWH, from 

3:01 p.m. to 7:59 a.m.). Table 3.2 describes all the variables constructed for the analysis. 

 

Notice that while it is possible to construct NWH variables to analyze the closing values and 

volume of trading, there is no reason to believe that the information contained in tweets posted in 

those hours will be more relevant than that contained in the WH variables. Something similar 

applies to WH variables for the opening values, where the content of the tweets posted in the 16 
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hours preceding the opening of the BMV (and following the close of the market in the previous 

day) should be more relevant than the content of the tweet of the last cycle of working hours. 

 

3.3 The Mexican Stock Market  

The IPC is the leading index in the Mexican stock market and is composed of the 35 most important 

stock in the BMV. Therefore, the IPC serves as an indicator of the overall performance of the 

Mexican stock market, just as de DJIA or the NASDAQ indices. 

I will also analyze TV Azteca’s share (AZTECA) performance on the BMV. I choose this firm 

because it is a large firm on the Mexican telecommunication industry (but not large enough to be 

included in the IPC5). Also since AZTECA is in the telecommunication industry, it has a strong 

presence on social media across all of the accounts related to the firm6 with nearly 5.2 million 

followers. This is relevant because it is possible that the information contained in Twitter to be 

more relevant for firms with a strong presence on social media. 

As with Twitter, I will consider daily data from January 1st, 2016 to March 3rd, 2018. I will focus 

on the opening and closing7 values and on the volume of daily transactions of the IPC and 

AZTECA. 

Table 3.3 shows the descriptive statistics of the relevant variables for both IPC and AZTECA, and 

Figures 3.3 and 3.4 depict the time series. 

Note that for the IPC on an average day the closing value is higher than the opening value and that 

over the period considered the IPC had been steadily increasing in value. AZTECA displays a very 

different performance. On average, the opening value is higher than the closing value, and over 

the period considered the share of AZTECA has had relatively big increases in its price (like the 

one registered in July 2016) but also relatively big decreases in its price (like the one registered in 

early 2018.) 

                                                           
5 AZTECA’s daily volume of trading is generally not large enough to grant it a spot on the IPC. 
6 These accounts include the main account, but also separate accounts for their news and sports programs, both of 

the TV channels the firm owns, etc. 
7 Since the IPC do not pays dividends the closing value and adjusted closing values are equal, so I will consider regular 

closing value. For the AZTECA share I will consider adjusted closing values, but will refer to it simply as closing value. 
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3.4 Empirical Strategy 

The econometric test I will use is the Granger Causality Test. This test allows me to determine 

whether 𝑋 causes 𝑌 in the sense of how much of the current value of 𝑌 is explained by a regression 

of lagged values of 𝑌 and 𝑋 versus a regression including only lagged values of 𝑌. 

Notice that a Granger causality does not mean that 𝑌 is a direct consequence of 𝑋. It is more a test 

of the relevance for 𝑌 of past information contained in 𝑋 than a test for causality in a traditional 

sense. 

To run the test one must first adjust the following two VAR models: 

(3.1)…………………… . 𝑌𝑡 = 𝛼0 +∑ 𝛼𝑙𝑌𝑡−𝑙𝑀𝑙=1 +∑ 𝛽𝑙𝑋𝑡−𝑙𝑀𝑙=1 + 𝜀𝑡 …………………… . . . . (3.1) 
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(3.1)………………… . 𝑋𝑡 = 𝛼0 +∑ 𝛼𝑙𝑋𝑡−𝑙𝑀𝑙=1 +∑ 𝛽𝑙𝑌𝑡−𝑙𝑀𝑙=1 + 𝑣𝑡 …………………… . . . . (3.2) 
The number of lags to be considered, 𝑀, is determined in accordance with the information criteria. 

Here I will use the Akaike (AIC), Hannan-Quinn (HQIC) and the Schwarz (SBIC) information 

criteria as guidelines, choosing the value that the majority of the criteria indicate8. 

Once both VAR models indicated in equations (3.1) and (3.2) are done, the next step is to run a 

Wald test for the joint hypothesis 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑀 = 0 for both models, which will inform me 

of the statistical significance if the lagged values of the variables believed to be Granger-causal 

(the variables associated with the 𝛽′𝑠 coefficients on the VAR models) conditional on the lagged 

values of the other variable. 

Note also that the test is to be run for “𝑋 is Granger causal of 𝑌” as well for “𝑌 is Granger causal 

of 𝑋”. This is useful because, as stated before, the direction of the causality is not clear beforehand. 

  

                                                           
8 If all the criteria indicate a different number of lags, then the SBIC lag value will be selected. 



 

15 

 

Chapter 4 

Results  

 

4.1 Granger Causality: Twitter and the BMV 

Before running the VAR models, it must be verified that all the variables are stationary or 

integrated of the same order, and the number of lags to be considered in each model must also be 

determined. 

To check for stationarity, I run a Dickey-Fuller unit root test (Results shown in Table A1 in the 

Appendix). All the variables considered are stationary at the 99% level, except for the opening and 

closing values of both IPC and AZTECA, so first differences are to be considered from now on 

for this variables. 

As for the number of lags to be considered in each model, Tables A3 and A4 in the Appendix show 

the lags selected by the different criteria as well as the selected lag value. For example, row 2 in 

Panel A of Table A3 shows that for the VAR model that includes lagged values of the “Index 24” 

variable, AIC indicates four lags, whereas both HQIC and SBIC indicate two lags, so for the model 

I consider only two lags.  

Similarly in row 2 in Panel B of Table A4, since all the criteria indicate a different number of lags 

to be selected, the SBIC value is chosen because this criteria is the one that penalized the most the 

inclusion of a higher number of lags. 

Once every VAR model is specified (results not shown) a Wald Test is run to test whether or not 

the addition of the lagged values of a variable 𝑋(the variable 𝑋 is the one coming from Twitter, 

but as mentioned before the test is performed for both directions of the causality) can improve the 

explicative power of a model for the current value of 𝑌 that contains only lagged values of itself. 
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4.1.1 Can Twitter help predict closing values in the BMV? 

Tale 4.1 shoes the 𝑝-values of the Wald Test. Column (1) displays the results of the test applied to 

the VAR model specified in equation (3.1), i.e. this column shows the results of whether the 

indicated variable Granger-causes the closing values in the BMV. Whereas column (2) displays 

the results of the test applied to the VAR model specified in equation (3.2), i.e. this column shows 

the result of whether the closing values in the BMV Granger-causes the indicated variable. 

Results show that there is no Granger-causality in either direction for any of the variables 

constructed. This may be due to several factors: for the variables containing all the tweets posted 

in the last twenty-four hours it may be possible that they are way too noisy to accurately reflect or 

mimic the performance of the IPC or AZTECA, as for the variables that contain all the tweets 
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posted between 8:00 a.m. and 3:00 p.m. it is possible that they do not capture enough information 

on the social mood to reflect the closing values of the IPC or AZTECA. 

Another possibility is that neither the information contained in tweets posted in working hours nor 

a full twenty-four hour window are adequate to capture the effect of the social mood on the closing 

values of the stock market, i.e. it is possible that the relevant tweets may be posted in a time 

window smaller than eight hour window considered in the WH variable or in a window somewhere 

in between eight and twenty-four hours. 

Another possibility is that working with all the tweets posted from Mexico is not ideal. This may 

ve if, for example, tweets coming from states with social problems such as Oaxaca and Guerrero 

are far more negative than those coming from the rest of the country; or if tweets coming from 

touristic states are much more positive than those from other states. This possibility is explored 

latter in this chapter by restricting the Twitter data to the five states with the most Internet users. 

 

4.1.2 Can Twitter help predict the volume of trading in the BMV? 

Table 4.2 shows the results of the Wald Test conducted over daily volume of trading. Again, 

column (1) displays the results of the test applied to the VAR model specified in equation (3.1), 

and column (2) displays the results of the test applied to the VAR model specified on equation 

(3.2). 

The first thing to note is that all the statistically significant Granger-causalities run from Twitter 

to the BMV and not in the opposite direction. Panel A shows that the total number of tweets posted 

in the las forty-eight hours can help in predicting the number if daily transactions of the IPC. Note 

also that the positive tweets posted in the last forty-eight hours are Granger-causal of the volume 

of trading, but negative tweets are not. This suggest that the explicative power of the tweets series 

is due to the information contained tweets classified as positive. This hypothesis is supported by 

the results for the WH variables, in which only the positive tweets posted between 8:00 a.m. and 

3:00 p.m. seem to provide us with useful information. 
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Results for AZTECA (shown in Panel B) are very similar to those obtained for the IPC except that 

here both Index 24 and Index WH are also Granger-causal of the volume of trading. Once again 

this effect seems to be driven by the content of the positive tweets. 

 

These findings are consistent with the literature mentioned in Chapter 2, providing more evidence 

that a simple collective mood measurement derived from social media can be useful for the 

economic and financial analysis to some extent. 

Specifically, a binary categorization of collective mood like “Fear/Hope” classification of Zhang 

et al. (2011) or the “Positive/Negative” classification used in this work seems more than capable 

of providing useful information for predicting the volume of trading in the stock market. It is still 

possible, however, than a more complex classification like the one in Bollen et al. (2011) can be 

useful for more intricate analysis. This possibility could be explored in future research. 
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4.1.3 Can Twitter help predict opening values in the BMV? 

Table 4.3 shows the results of the Wald Test for the opening values of the IPC and AZTECA. In 

Panel A, column (1) display the results of the test applied to the VAR model specified in equation 

(3.1), and column (2) display the results of the test applied to the VAR model specified in equation 

(3.2). 

 

Notice that as with the closing values it is not possible to determine if there is any Granger-

causality in either direction for the IPC. 

For AZTECA the tweets posted in the last seventy-two hours are Granger-causal of the opening 

value, but this effect cannot be attributed exclusively to either positive or negative tweets since 

both variables are statistically significant when analyzed individually. 
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4.2 Restricting the information coming from Twitter 

As mentioned before, it is possible that considering tweets from some states may make the results 

less accurate. O address this concern, I use the National Availability and Use of Information 

Technologies in Households (ENDUTIH) to determine the five states with the most Internet users 

in 2016 and 2017. These states are Mexico, Mexico City, Jalisco, Nuevo Leon and Veracruz for 

both years.  

An important consequence of restricting our analysis to only five states is that, since Machine 

Learning algorithms can be very demanding in computing power, if the results are similar to those 

obtained with all the tweets, then this will be evidence that it suffices to focus only on the Twitter 

activity of these five states. 

Results of the analysis for the IPC are shown in Table 4.4. 

Panel A shows the results for the closing values. With the restricted sample it is not possible to say 

that any of the variables construed is Granger-causal of the closing values. 

Panel B shows that all the variables (except the indices of collective mood) are Granger-causal of 

the daily volume of trading. This means that even when only tweets coming from the five states 

with the most Internet users are considered the results in Table 4.2 hold, except that now the 

explicative power cannot be solely attributed to the positive tweets since the negative tweets also 

show significant results. 

Finally, Panel C shows the results for the opening values. In contrast with the results shown in 

Table 4.3, Table 4.4 show that both the Index of social mood and the Negative tweets posted during 

non-working hours are Granger-causal of the opening values. This may be due to the fact that the 

states being considered are not only the ones with the most Internet users, but also the one most 

commonly associated with economic activity in Mexico. Thus it is not so farfetched to think that 

the content of the negative tweets (which affects the social mood index) maw have an impact on 

opening values for the IPC. 

Table 4.5 shows the results of the test (with the restricted sample) for AZTECA. Panel A shows 

that, as in Table 4.1, there are no statistically significant Granger-causalities for the closing values. 

As for Panel B, once again the tweets posted in the last forty-eight hours (especially the positive 
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ones) and the tweets posted in the eight hours prior to the closing of the BMV are Granger-causal 

of the volume of trading. Panel C shows similar results to those on Table 4.3. 
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We can also restrict the information coming from Twitter by exploiting a unique characteristic of 

the Machine Learning tool developed by INEGI. INEGI’s algorithm is capable of identifying 

whether a tweeter is posting content from its own locality or if he/she is posting from a locality in 
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which he/she is a tourist. This feature is useful because it is possible that tourists are consistently 

more positive than locals, thus biasing the collective mood upwards. 

To address this possibility, I use only the tweets which are identified as posted by a local from 

August 1st, 2016 to March 2nd, 2018. The results (shown in Tables A7 y A8) are very similar to 

the ones obtained so far.  

 

4.3 How useful is the information coming from Twitter? 

So far I have provided evidence that the information coming from Twitter is useful to predict the 

performance of the BMV, but I have not said anything about how useful is this information. To 

asses this, a model that accurately captures how the collective mood state affects the BMV must 

be built. According to Bollen et al. (2011), the relationship between collective mood and stock 

market performance is not linear; thus a simple VAR model cannot accurately model this 

relationship. 

 

Since the design and implementation of a model that can capture the true nature of this relationship, 

like a neural network, is beyond the scope of this research, Table 4.6 present the differences in 

Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) of the statistically 

significant models constructed to predict the daily volume of trading of the IPC and AZTECA 

using the full tweets sample when compared with a model that includes only lagged values of past 
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prices. Again, this results do not reflect the actual usefulness of the date coming from Twitter but 

are presented as a simple benchmark. 

Nota that, as expected, all the statistically significant models constructed have a smaller MAE and 

MAPE than the model that contains only past values of the daily volume of trading, thus 

confirming that the information coming from Twitter is indeed useful for stock market prediction. 
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Chapter 5  

Conclusions 

 

In this research, I use a simple classification of tweets as either positive or negative to construct 

several measurements of the social mood and relate said measures to the performance of the 

leading index in the Mexican stock market, the IPC, and the share of TV Azteca, a large 

telecommunication firm in Mexico. 

Results show that the measurements of the social mood proposed here do not provide useful 

information to forecast the closing values of the IPC or AZTECA. Nonetheless, these 

measurements are instructive to forecast the daily volume of trading of both IPC and AZTECA 

and the opening values of AZTECA. 

Being more specific, when I consider all the tweets posted from Mexico, I find that the total 

number of tweets posted in the forty-eight hours proper to the closing of the stock market, 

especially those classified as positive, are informative of the volume of trading observed for the 

IPC and AZTECA. This is also true if I restrict to the positive tweets posted during working hours, 

i.e. between 8:00 a.m. and 3:00 p.m. 

Since Machine Learning algorithms can be quiet demanding in computing power, I explored the 

possibility of analyzing Twitter feed of only some states and not the whole country. Using the 

ENDUTIH, I selected the five states with the most Internet users and found that none of the social 

mood metrics constructed are Granger-causal of the closing value. With this restricted sample I 

also found that all tweets (positive and negative) posted in the forty-eight hours prior to the closing 

of the stock market, as well as tweets (positive and negative) posted during working hours, can 

help predicting the daily volume of trading. 

In summary, this research presents evidence that collective mood may indeed affect the decisions 

made by a society. Since here I only present statistically significant results for the volume of 

trading, future research should focus on finding similar results for more economically significant 
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variables like closing values or returns. This can be done using a more complex classification (non-

binary) of the collective mood or using another social network, especially if said social network 

contains information related more directly to the financial series that is being analyzed. 
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